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We generated a synthetic sequence using motion capture data [5]. We tested 
a number of state of the art optical flow methods on this data under 2 
challenging scenarios - rendered under illumination variation and rendered 
under illumination plus an artificial occlusion.

Original Illum. Ilum.+Occ.
RMSE AE95 RMSE AE95 RMSE AE95

Face Flow Low-Rank 2.95 5.52 3.56 6.63 4.48 8.47
Face Flow Full-Rank 3.24 6.01 3.76 7.02 5.83 11.50

MFSF 1.73 3.20 6.33 13.68 8.25 17.30
LDOF 1.56 2.79 4.84 9.98 6.54 11.44

EPICFlow 1.66 3.25 4.02 9.61 5.15 11.61
SIFTFlow 2.65 5.15 4.89 11.81 11.82 23.05

This table shows the Endpoint Error, in terms of the Root-Mean Squared Error (RMSE) and 
the 95% percentile of the Average Endpoint Error (AE95).
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Frame 139

The average endpoint error calculated for each 
frame of the illumination variation mocap sequence.  
Vertical axis is average endpoint error, horizontal is 
frame number.

The average endpoint error calculated for each 
frame of the illumination + occlusion variation 
mocap sequence.  Vertical axis is average endpoint 
error, horizontal is frame number.
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Motivation

Synthetic Results

Challenging Test Sequence
Dense correspondence is one of the most important problems in Computer Vision - many problems are 
trivially solved once correspondence has been computed. In this work, we exploit both the high temporal 
correlation of a single facial sequence as well as the low-rank properties of modelling a single well-defined 
object (human faces).

Temporal Correlation Spatial Correlation

Video frames have high temporal correlation Smiles across individuals have high spatial correlation
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Frame Face Flow Full-Rank MFSF [1] LDOF [3] EPICFlow [4]

Run times per frame in 
seconds (640X480):

Face Flow Low-Rank Face Flow Full-Rank MFSF LDOF EpicFlow SiftFlow
1.4 0.5 20 15 50 15

Model Construction Fitting

Perform Optical Flow [1] on each 
sequence in BU4D [2] - each with a 
separate reference frame.

1

Warp each reference frame, using a 
Piecewise Affine warp, into a 
common reference frame - mean of 
the sparse 68 points face of all the 
reference frames.

2

Compute PCA on the dense grids 
(automatic dense landmarks) to 
build a generative model of dense 
facial shape.
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At testing time, a neutral reference 
frame is provided and is either manually 
or automatically annotated with 68 
sparse landmarks. These landmarks 
provide correspondence between the 
reference frame and the learnt 
deformation basis. To compute 
correspondence, the image data term is 
optimised, subject to a low-rank 
constraint on the model coefficients. 
This low-rank term attempts to model 
the temporal correlation, as well as 
regularising the spatial deformations. 
Optionally, as is the case in the real 
sequence, the fitting can be further 
constrained according to a set of 
previously estimated sparse landmarks.
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Minimise w.r.t. C:

Optimise energy in terms of the model coefficients:


